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Foreword

How can one exchange information effectively when the medium of commu-
nication introduces errors? This question has been investigated extensively
starting with the seminal works of Shannon (1948) and Hamming (1950),
and has led to the rich theory of “error-correcting codes”. This theory has
traditionally gone hand in hand with the algorithmic theory of “decoding”
that tackles the problem of recovering from the errors efficiently. This thesis
presents some spectacular new results in the area of decoding algorithms for
error-correcting codes. Specifically, it shows how the notion of “list-decoding”
can be applied to recover from far more errors, for a wide variety of error-
correcting codes, than achievable before.

A brief bit of background: error-correcting codes are combinatorial struc-
tures that show how to represent (or “encode”) information so that it is re-
silient to a moderate number of errors. Specifically, an error-correcting code
takes a short binary string, called the message, and shows how to transform
it into a longer binary string, called the codeword, so that if a small number
of bits of the codeword are flipped, the resulting string does not look like any
other codeword. The maximum number of errors that the code is guaranteed
to detect, denoted d, is a central parameter in its design. A basic property of
such a code is that if the number of errors that occur is known to be smaller
than d/2, the message is determined uniquely. This poses a computational
problem, called the decoding problem: compute the message from a corrupted
codeword, when the number of errors is less than d/2. While naive decod-
ing algorithms run in time exponential in d, sophisticated algorithms with
polynomial running time have been found for a variety of codes, enabling
widespread usage of error-correcting codes.

The principal concern of this thesis is the question: “What happens when
the number of errors that occur is more than d/2?” This question is impor-
tant for practical purposes, so that one can extract more out of any given
communication channel. Furthermore, the central nature of error-correcting
codes in the theory of computer science makes this question an important
one in this domain as well. It is well known that if the number of errors
exceed d/2, then the message may potentially not be recoverable uniquely.
However, it is conceivable that one can pin down a small list of candidate
messages that include the intended message. This possibility motivated Elias
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(1957) and Wozencraft (1958) to define the list-decoding problem: “Given a
corrupted codeword and an error parameter e, compute a list of all codewords
that differ from the corrupted word in most e places.”

Even though the list-decoding problem had been in existence for several
decades, it did not meet with algorithmic success till 1997. In the last ten years
or so, however, this area has seen some remarkable advances, and these results
represent the original contributions of this thesis. List-decoding algorithms
are presented for a wide variety of codes considered in the literature including
“Reed-Solomon codes”, “algebraic-geometry codes”, “concatenated codes”,
and “graph-theoretic codes”. In addition to describing new results, the thesis
also serves as a valuable source of reference on list-decoding. It introduces the
topic gently, re-examining the definition, explaining why it is interesting and
then describing the central combinatorial and algorithmic problems in this
domain. It includes a nice survey of prior combinatorial work most of which
is scattered in the literature. After covering the new algorithmic results, the
thesis includes an excellent survey of the many applications of list-decoding in
theoretical computer science including “hardness amplification”, “extracting
randomness”, and “pseudorandomness”.

The style of the exposition is crisp and the enormous amount of informa-
tion is presented in a clear, structured form. This thesis will be valuable to
readers interested in mathematical aspects of computer science or communi-
cation.

August 2004 Madhu Sudan
Professor of Computer Science

MIT, Cambridge, MA, USA.



Preface

Error-correcting codes are combinatorial objects designed to cope with the
problem of reliable transmission of information on a noisy channel. A funda-
mental algorithmic challenge in coding theory and practice is to efficiently
decode the original transmitted message even when a few symbols of the
received word are in error. The naive search algorithm runs in exponential
time, and several classical polynomial time decoding algorithms are known
for specific code families. Traditionally, however, these algorithms have been
constrained to output a unique codeword. Thus they faced a “combinatorial
barrier” and could only correct up to d/2 errors, where d is the minimum
distance of the code.

An alternate notion of decoding called list decoding, proposed indepen-
dently by Elias and Wozencraft in the late 1950s, allows the decoder to output
a list of all codewords that differ from the received word in a certain number
of positions. Even when constrained to output a relatively small number of
answers, list decoding permits recovery from errors well beyond the d/2 bar-
rier, and opens up the possibility of meaningful error correction from large
amounts of noise. However, for nearly four decades after its conception, this
potential of list decoding was largely untapped due to the lack of efficient
algorithms to list decode beyond d/2 errors for useful families of codes.

This book presents a detailed investigation of list decoding, and proves
its potential, feasibility, and importance as a combinatorial and algorithmic
concept. The results discussed in the book are divided into three parts: the
first one on combinatorial results, the second on polynomial time list decoding
algorithms, and the third on applications. We describe each of the parts in
further detail below.

Part I deals with the combinatorics of list decoding and attempts to
sharpen our understanding of the potential and limits of list decoding, and its
relation to more classical coding-theoretic parameters like the rate and mini-
mum distance. A combinatorial bound called the Johnson bound asserts that
codes with large minimum distance have a large list decoding radius, and this
raises algorithmic questions on list decoding such codes from a large number
of errors for central codes that are known to have good distance properties.
This is not the only approach to obtaining good list decodable codes, and in
fact directly optimizing the list decoding radius leads to better trade-offs as
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a function of the rate of the code (as can be shown by applications of the
probabilistic method). Part I can be summed up with the statement: good
codes with excellent combinatorial list decodability properties exist. This sets
the stage for the algorithmic results of Part II by highlighting what one can
and cannot hope to do with list decoding, and poses the challenge of tapping
the potential of list decoding with efficient algorithms.

Part II comprises the crux of the book, namely its algorithmic results,
which were lacking in the early works on list decoding. The algorithmic re-
sults attempt to “match” the combinatorial bounds with explicit code con-
structions and efficient decoding algorithms. Our algorithmic results include:

– Efficient list decoding algorithms for classically studied codes such as Reed-
Solomon codes and algebraic-geometric codes. In particular, building upon
an earlier algorithm by Sudan, we present the first polynomial time algo-
rithm to decode Reed-Solomon codes beyond d/2 errors for every value of
the rate.

– A new soft list decoding algorithm for Reed-Solomon and algebraic-
geometric codes, and novel decoding algorithms for concatenated codes
based on it.

– New code constructions using concatenation and/or expander graphs that
have good (and sometimes near-optimal) rates and are efficiently list de-
codable from extremely large amounts of noise.

– Error-correcting codes with good (and sometimes near-optimal rates) for
list decoding from erasures.

Part II can be summed up with the statement: there exist “explicit” con-
structions of “good” codes together with efficient list decoding algorithms.

In Part III, we discuss some applications of the results and techniques from
earlier chapters to domains both within and outside of coding theory. Using
an expander-based construction in the same spirit as our construction for
list decoding, we get a significant improvement over a prior result for unique
decoding. Specifically, we construct linear time encodable and decodable codes
that match the trade-off between rate and error-correction radius achieved by
the best known constructions with polynomial time decoding (and in fact the
trade-off is almost the best possible over large alphabets). This constitutes a
vast improvement compared with previous constructions of linear time codes
that could only correct a tiny fraction of errors with positive rates. The notion
of list decoding turns out to be central to certain contexts in theoretical
computer science outside of coding theory, for example in complexity theory,
cryptography, and algorithms. For these applications unique decoding does
not suffice, and moreover, for several of them one needs efficient list decoding
algorithms.

A detailed chapter by chapter description of the contents can be found in
Section 2.3.
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