
Preface

On the 23rd of April, 2001, the 6th Workshop on High-Level Parallel Pro-
gramming Models and Supportive Environments (LCTES’98) was held in San
Francisco. HIPS has been held over the past six years in conjunction with IPDPS,
the Internation Parallel and Distributed Processing Symposium.

The HIPS workshop focuses on high-level programming of networks of work-
stations, computing clusters and of massively-parallel machines. Its goal is to
bring together researchers working in the areas of applications, language design,
compilers, system architecture and programming tools to discuss new develop-
ments in programming such systems.

In recent years, several standards have emerged with an increasing demand
of support for parallel and distributed processing. On one end, message-passing
frameworks, such as PVM, MPI and VIA, provide support for basic communi-
cation. On the other hand, distributed object standards, such as CORBA and
DCOM, provide support for handling remote objects in a client-server fashion
but also ensure certain guarantees for the quality of services.

The key issues for the success of programming parallel and distributed envi-
ronments are high-level programming concepts and efficiency. In addition, other
quality categories have to be taken into account, such as scalability, security,
bandwidth guarantees and fault tolerance, just to name a few.

Today’s challenge is to provide high-level programming concepts without sac-
rificing efficiency. This is only possible by carefully designing for those concepts
and by providing supportive programming environments that facilitate program
development and tuning.

Past results in parallel computing on one side and distributed systems on the
other side present opportunities for an increased transfer of knowledge between
the areas. In particular, cluster computing presents a promising framework for
parallel computing where advances from distributed systems can be utilized.
Achievements in the area of automated performance analysis and performance
modeling for parallel systems, on the other hand, may contributed to advances
in performance analysis of distributed systems. as well.

Future directions also include alternatives to current standardization prac-
tices, for example, by replacing client-server protocols with decentralized ones
that may be more suitable for distributed systems. On the other hand, suc-
cessful programming models, such as the shared-memory paradigm, should be
investigated for new trends like cluster computing.

This workshop provides a forum for researchers and commercial developers
to meet and discuss the various hardware and software issues involved in the
design and use of high-level programming models and supportive environments.
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HIPS’01 featured an invited talk and presentations of ten refereed papers.
The papers were selected out of 20 submissions. 21 referees prepared multiple
reviews for each submission. The recommendations of the referees determined an
initial set of papers selected for acceptance. The members of the program com-
mittee were then given the option to resolve differences in opinion for the papers
they refereed based on the written reviews. After the resolution process, the 10
papers included in the workshop proceedings were selected for presentation and
publication. The papers cover the topics of:

– Concepts and languages for high-level parallel programming.
– Concurrent object-oriented programming.
– Distributed objects and components.
– Structured parallel programming (skeletons, patterns, etc.).
– Software engineering principles for parallel system.
– Automatic parallelization and optimization.
– High-level programming environments.
– Automated performance analysis and performance modeling.
– Debugging techniques and development tools.
– Distributed shared memory.
– Implementation techniques for high-level programming models.
– Operating system support for runtime systems and middleware.
– Architectural support for high-level programming models.
– Guarantees for Quality of Service in distributed environments.
– Security of communication for distributed execution.
– Fault tolerance in network computing.
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