Contents

Preface

Chapter 1 Introduction and Statistical Background

1.1 Introduction
1.2 Probability Theory
1.3 Point Estimation Theory
1.4 Sufficient Statistics
1.5 Hypothesis Testing
1.6 The Bayesian Decision Theory Approach
L7 Information Theory Approach
1.8 Commonly Used Estimators
1.9 Conclusions
Problems

Chapter 2 Linear Least Sqnares and Normal Theory
2.1 Introduction

22 The Least Squares Solution
2.3 Best Linear Unbiased Estimators

ix

—
— D N P U e

13

19
19

22
23
25



vi

24
2.5
2.6
2.7

CONTENTS

Unbiased Estimation of BLUE Covariance
Normal Theory

Numerical Aspects

Conclusions

Problems

Chapter 3 Maximum Likelihood Estimators

3.1
32
33
34
3.5
3.6
3.7

Introduction

The Likelihood Function and the ML Estimator
Maximum Likelihood for the Normal Linear Model
General Properties

Asymptotic Properties

The Likelihood Ratio Test

Conclusions

Problems

Chapter 4 Models for Dynamic Systems

4.1
42
43
44
4.5
4.6

Introduction

Deterministic Models

Canonical Models

Stochastic Models (The Covariance Stationary Case)
Stochastic Models (Prediction Error Formulation)
Conclusions

Problems

Chapter 5 Estimation for Dynamic Systems

5.1
52
5.3
54
5.5
5.6
5.7

Introduction

Least Squares for Linear Dynamic Systems

Consistent Estimators for Linear Dynamic Systems
Prediction Error Formulation and Maximum Likelihood
Asymptotic Properties

Estimation in Closed Loop

Conclusions

Problems

28
29
38
41
41

45
46
46
50
51
54
59
59

61
62
64
71
74
78
79

32
82
84
88
97
107
120
120



CONTENTS

Chapter 6 Experiment Design

6.1
6.2
6.3
6.4
6.5
6.6
6.7

Introduction

Design Criteria

Time Domain Design of Input Signals
Frequency Domain Design of Input Signals
Sampling Strategy Design

Design for Structure Discrimination
Conclusions

Problems

Chapter 7 Recursive Algorithms

7.1
7.2
7.3
74
7.5
7.6
7.7
7.8
7.9

Appendix A Summary of Results from Distribution Theory

Al
A2
A3
A4
AS
A6
A7

Introduction
Recursive Least Squares
Time Varying Parameters

Further Recursive Estimators for Dynamic Systems

Stochastic Approximation
Convergence of Recursive Estimators
Recursive Experiment Design
Stochastic Control

Conclusions

Problems

Characteristic Function

The Normal Distribution

The x? (“Chi Squared™) Distribution
The “F” Distribution

The Student ¢ Distribution

The Fisher-Cochrane Theorem

The Noncentral y? Distribution

Appendix B Limit Theorems

B.1

B2 Relationships between Convergence Concepts

B.3

Convergence of Random Variables

Some Important Convergence Theorems

vii

124
125
127
133
157
167
172
172

175
176
179
185
191
192
196
203
207
207

209
210
213
214
215
216
218

220
221
222



viii CONTENTS

Appendix C Stochastic Processes

C.1 Basic Results 225
C.2 Continuous Time Stochastic Processes 229
C.3 Spectral Representation of Stochastic Processes 232

Appendix D Martingale Convergence Results

D.1 Toeplitz and Kronecker Lemmas 234
D.2 Martingales 237

Appendix E  Mathematical Results

E.1 Matrix Results 241
E2 Vector and Matrix Differentiation Results 243
E.3 Caratheodory’s Theorem 244
E4 Inequalities 245
Problem Solutions 246
References 276

Index 287



