
Chapter 2
Introduction to Adaptive Filters

José A. Apolinário Jr. and Sergio L. Netto

Abstract This chapter introduces the general concepts of adaptive filtering and its
families of algorithms, and settles the basic notation used in the remaining of the
book. Section 2.1 presents the fundamentals concepts, highlighting several config-
urations, such as system identification, interference cancelation, channel equaliza-
tion, and signal prediction, in which adaptive filters have been successfully applied.
The main objective functions associated to optimal filtering are then introduced in
Section 2.2, followed, in Section 2.3, by the corresponding classical algorithms,
with emphasis given to the least-mean square, data-reusing, and recursive least-
squares (RLS) families of algorithms. It is observed that RLS algorithms based on
the so-called QR decomposition combines excellent convergence speed with good
numerical properties in finite-precision implementations. Finally, computer simula-
tions are presented in Section 2.4, illustrating some convergence properties of the
most important adaptation algorithms. For simplicity, all theoretical developments
are performed using real variables, whereas the algorithm pseudo-codes are pre-
sented in their complex versions, for generality purposes.

2.1 Basic Concepts

In the last decades, the field of digital signal processing, and particularly adaptive
signal processing, has developed enormously due to the increasingly availability
of technology for the implementation of the emerging algorithms. These algo-
rithms have been applied to an extensive number of problems including noise and
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echo canceling, channel equalization, signal prediction, adaptive arrays as well as
many others.

An adaptive filter may be understood as a self-modifying digital filter that
adjusts its coefficients in order to minimize an error function. This error func-
tion, also referred to as the cost function, is a distance measurement between
the reference or desired signal and the output of the adaptive filter.

Adaptive filtering algorithms, which constitute the adjusting mechanism for the
filter coefficients, are in fact closely related to classical optimization techniques
although, in the latter, all calculations are carried out in an off-line manner. More-
over, an adaptive filter, due to its real-time self-adjusting characteristic, is sometimes
expected to track the optimum behavior of a slowly varying environment.

In order to compare the wide variety of algorithms available in the literature of
adaptive filtering, the following aspects must be taken into account [1–3]:

• Filter structure: The input–output relationship of the adaptive filter depends on
its transfer function implementation. Due to its simplicity and efficacy, the most
widely employed adaptive structure is by far the transversal filter (or tapped-
delay line) associated to standard finite-duration impulse response (FIR) filters.
Other structures comprise FIR lattice and infinite-duration impulse response
(IIR) filters. This aspect greatly influences the computational complexity of a
given adaptive algorithm and the overall speed of the adaptation process.

• Rate of convergence, misadjustment, and tracking: In a noiseless (no measure-
ment or modeling noise) situation, the coefficients of an adaptive filter can be
made to converge fast or slowly to the optimum solution. In practice, the adap-
tive coefficients do not reach the optimum values but stay close to the optimum.
Misadjustment is a measure of excess error associated to how close these coef-
ficients (the estimated and the optimum) are to each other in steady-state. It can
be taken as a general rule that, for a given algorithm, a faster convergence yields
a higher misadjustment. In non-stationary environments, the algorithm conver-
gence speed is also associated to the tracking ability of the adaptive filter.

• Computational aspects: Due to the desired real-time characteristic, the adap-
tive filter performance must take into account practical levels of computational
complexity and limited-precision representation of associated signals and coeffi-
cients. The effort in obtaining fast versions of more complex algorithms results
from the desire of reducing the computational requirements to a minimal num-
ber of operations, as well as reducing the size of memory necessary to run these
algorithms in practical applications. On the other hand, a limited-precision envi-
ronment generates quantization errors which drive the attention of designers
to numerical stability, numerical accuracy, and convergence robustness of the
algorithm.

The basic configuration of an adaptive filter, operating in the discrete-time
domain k, is illustrated in Figure 2.1. In such a scheme, the input signal is denoted
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Fig. 2.1 Basic block diagram of an adaptive filter.

by x(k), the reference signal d(k) represents the desired output signal (that usually
includes some noise component), y(k) is the output of the adaptive filter, and the
error signal is defined as e(k) = d(k)− y(k).

The error signal is used by the adaptation algorithm to update the adaptive
filter coefficient vector w(k) according to some performance criterion. In gen-
eral, the whole adaptation process aims at minimizing some metric of the error
signal, forcing the adaptive filter output signal to approximate the reference
signal in a statistical sense.

It is interesting to notice how this basic configuration fits perfectly in several
practical applications such as system identification, interference canceling, channel
equalization, and signal prediction [1–3], which are detailed as follows.

For instance, Figure 2.2 depicts a typical system identification configuration,
where wo is an ideal coefficient vector of an unknown plant, whose output is rep-
resented by yo(k), and n(k) denotes the observation or measurement noise. In this
setup, the plant and the adaptive filter receive the same input signal. After con-
vergence, the output signals of both systems become similar, and consequently the
adaptive transfer function becomes a good model for the input–output relationship
of the plant.
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Fig. 2.2 System identification configuration of an adaptive filter: The adaptive coefficient w vector
estimates the unknown system coefficient vector wo.



26 José A. Apolinário Jr. and Sergio L. Netto

y(k)
Σ

+

−
x(k)

d(k)

e(k)

w

s(k) + n(k)

n̂(k)
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Fig. 2.3 Interference cancelation configuration of an adaptive filter: The error signal e(k) approx-
imates the desired signal component s(k) if n(k) and n̂(k) are correlated.

Another application of an adaptive filter is interference canceling or signal
enhancement represented in Figure 2.3. In this problem, a signal of interest s(k) is
corrupted by a noise component n(k). A cleaner version of s(k) is desired but can-
not be obtained directly in practice. The noisy signal, s(k)+n(k), is then employed
as the reference signal for the adaptive filter, whose input must be another ver-
sion, n̂(k), of the noise signal, strongly correlated to n(k). The adaptive mechanism
adjusts the filter coefficients in such a manner that the filter output y(k) approximates
n(k), thus forcing the error signal e(k) to resemble signal s(k).

In practical communications systems, a transmitted signal can be heavily dis-
torted by the transmission channel. One may attempt to recover the original sig-
nal by employing an adaptive filter in the channel equalization configuration, as
depicted in Figure 2.4. In such a framework, a training sequence s(k) known by the
receiver is sent via a given channel generating a distorted signal. The same sequence
s(k), after a proper time shift to compensate for transmission delays, is used as a
reference signal in the receiver for the adaptive filter, whose input is the distorted
signal. When the error function approximates zero, the output signal y(k) resembles
the transmitted signal s(k), indicating that the adaptive filter is compensating for the
channel distortions. After this training process, the desired information can be sent
through the channel, which is properly equalized by the adaptive filter.

The adaptive predictor configuration is depicted in Figure 2.5. In this case, the
adaptive filter input signal x(k) is a delayed version of the reference signal d(k).
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Fig. 2.4 Channel equalization configuration of an adaptive filter: The output signal y(k) estimates
the transmitted signal s(k).
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Fig. 2.5 Predictor configuration of an adaptive filter: The output signal y(k) estimates the present
input sample s(k) based on past values of this same signal.

Therefore, when the adaptive filter output y(k) approximates the reference, the adap-
tive filter operates as a predictor system.

From the discussion so far, one observes that the reference signal, through the
definition of the error signal, acts as a general guide for the entire adaptation process.
The four configurations illustrated above indicate how one can determine the desired
output signal in several practical situations. In all cases, one can clearly identify the
adaptive filter block given in Figure 2.1. To completely characterize this common
basic cell, three main aspects must be defined:

1. Adaptive filter structure: This book will focus on the adaptive transversal FIR
structure, whose input–output relationship is described by

y(k) = w0x(k)+w1x(k−1)+ · · ·+wNx(k−N)

=
N

∑
i=0

wix(k− i)

= wTx(k), (2.1)

where N is the filter order and x(k) and w are vectors composed by the input-
signal samples and the filter coefficients, respectively; that is

x(k) = [x(k) x(k−1) . . . x(k−N)]T, (2.2)

w = [w0 w1 . . . wN ]T. (2.3)

In cases of complex implementations, the output signal is represented as wHx(k),
where the superscript H denotes the Hermitian operator (transpose and complex
conjugate).

2. Error metric: As mentioned before, the adaptation algorithms adjust the adaptive
filter coefficients in an attempt to minimize a given error norm. Different met-
rics yield adaptation processes with quite distinct characteristics. The commonly
employed processes are discussed in detail in Section 2.2.

3. Adaptation algorithm: Several optimization procedures can be employed to
adjust the filter coefficients, including, for instance, the least mean-square (LMS)
and its normalized version, the data-reusing (DR) including the affine projection
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(AP), and the recursive least-squares (RLS) algorithms. All these schemes are
discussed in Section 2.3, emphasizing their main convergence and implementa-
tion characteristics. The remaining of the book focuses on the RLS algorithms,
particularly, those employing QR decomposition, which achieve excellent overall
convergence performance.

2.2 Error Measurements

Adaptation of the filter coefficients follows a minimization procedure of a particular
objective or cost function. This function is commonly defined as a norm of the error
signal e(k). The three most commonly employed norms are the mean-square error
(MSE), the instantaneous square error (ISE), and the weighted least-squares (WLS),
which are introduced below.

2.2.1 The mean-square error

The MSE is defined as

ξ (k) = E[e2(k)] = E[|d(k)− y(k)|2]. (2.4)

Writing the output signal y(k) as given in Equation (2.1), one obtains

ξ (k) = E[|d(k)−wTx(k)|2]
= E[d2(k)]−2wTE[d(k)x(k)]+wTE[x(k)xT(k)]w
= E[d2(k)]−2wTp+wTRw, (2.5)

where R and p are the input-signal correlation matrix and the cross-correlation
vector between the reference signal and the input signal, respectively, and are
defined as

R = E[x(k)xT(k)], (2.6)

p = E[d(k)xT(k)]. (2.7)

Note, from the above equations, that R and p are not represented as a function of
the iteration k or not time-varying, due to the assumed stationarity of the input and
reference signals.

From Equation (2.5), the gradient vector of the MSE function with respect to the
adaptive filter coefficient vector is given by

∇wξ (k) = −2p+2Rw. (2.8)
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The so-called Wiener solution wo, that minimizes the MSE cost function, is
obtained by equating the gradient vector in Equation (2.8) to zero. Assuming
that R is non-singular, one gets that

wo = R−1p. (2.9)

2.2.2 The instantaneous square error

The MSE is a cost function that requires knowledge of the error function e(k) at all
time k. For that purpose, the MSE cannot be determined precisely in practice and is
commonly approximated by other cost functions. The simpler form to estimate the
MSE function is to work with the ISE given by

ξ̂ (k) = e2(k). (2.10)

In this case, the associated gradient vector with respect to the coefficient vector is
determined as

∇wξ̂ (k) = 2e(k)∇we(k)
= 2e(k)∇w

[
d(k)−wTx(k)

]

= −2e(k)x(k). (2.11)

This vector can be seen as a noisy estimate of the MSE gradient vector defined in
Equation (2.8) or as a precise gradient of the ISE function, which, in its own turn, is
a noisy estimate of the MSE cost function seen in Section 2.2.1.

2.2.3 The weighted least-squares

Another objective function is the WLS function given by

ξD(k) =
k

∑
i=0

λ k−i[d(i)−wTx(i)]2 (2.12)

where 0 � λ < 1 is the so-called forgetting factor. The parameter λ k−i emphasizes
the most recent error samples (where i ≈ k) in the composition of the deterministic
cost function ξD(k), giving to this function the ability of modeling non-stationary
processes. In addition, since the WLS function is based on several error samples,
its stochastic nature reduces in time, being significantly smaller than the noisy ISE
nature as k increases.
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Defining the auxiliary variables

d(k) = [d(k) λ 1/2d(k−1) . . . λ k/2d(0)]T, (2.13)

X(k) =

⎡
⎢⎢⎢⎣

xT(k)
λ 1/2xT(k−1)

...
λ k/2xT(0)

⎤
⎥⎥⎥⎦ , (2.14)

with x(k) as defined in Equation (2.2), one may rewrite Equation (2.12) as

ξD(k) = eT(k)e(k), (2.15)

where

e(k) = d(k)−X(k)w. (2.16)

The corresponding WLS gradient vector is given by

∇wξD(k) = −2
k

∑
i=0

λ k−ix(i)
[
d(i)−wTx(i)

]

= −2XT(k)d(k)+2XT(k)X(k)w
= −2p(k)+2R(k)w, (2.17)

where

R(k) =
k

∑
i=0

λ k−ix(i)xT(i) = XT(k)X(k), (2.18)

p(k) =
k

∑
i=0

λ k−id(i)x(i) = XT(k)d(k), (2.19)

are the deterministic counterparts of R and p defined in Equations (2.6) and (2.7),
respectively. The optimum solution w(k) in the WLS sense is determined by equat-
ing the gradient vector ∇wξD(k) to zero, yielding

w(k) = R−1(k)p(k). (2.20)

2.3 Adaptation Algorithms

In this section, a number of schemes are presented to find the optimal filter solution
for the error functions seen in Section 2.2. Each scheme constitutes an adaptation
algorithm that adjusts the adaptive filter coefficients in order to minimize the asso-
ciated error norm.
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The algorithms seen here can be grouped into three families, namely the LMS,
the DR, and the RLS classes of algorithms. Each group presents particular char-
acteristics of computational complexity and speed of convergence, which tend to
determine the best possible solution to an application at hand.

2.3.1 LMS and normalized-LMS algorithms

Determining the Wiener solution for the MSE problem requires inversion of matrix
R, which makes Equation (2.9) hard to implement in real time. One can then esti-
mate the Wiener solution, in a computationally efficient manner, iteratively adjust-
ing the coefficient vector w at each time instant k, in such a manner that the resulting
sequence w(k) converges to the desired wo solution, possibly in a sufficiently small
number of iterations.

The so-called steepest-descent scheme searches for the minimum of a given func-
tion following the opposite direction of the associated gradient vector. A factor μ/2,
where μ is the so-called convergence factor, adjusts the step size between consecu-
tive coefficient vector estimates, yielding the following updating procedure:

w(k) = w(k−1)− μ
2
∇wξ (k). (2.21)

This iterative procedure is illustrated in Figure 2.6 for the two-dimensional coeffi-
cient vector w(k) = [w0(k) w1(k)]T case.

The Wiener solution requires knowledge of the autocorrelation matrix R and the
cross-correlation vector p. To do that, one must have access to the complete second-
order statistics of signals x(k) and d(k), what makes Equation (2.9) unsuitable for
most practical applications. Naturally, the Wiener solution can be approximated by a
proper estimation of R and p based on sufficiently long time intervals, also assuming
ergodicity. A rather simpler approach is to approximate the MSE by the ISE func-
tion, using the gradient vector of the latter, given in Equation (2.11), to adjust the
coefficient vector in Equation (2.21). The resulting algorithm is the LMS algorithm
characterized by

w(k) = w(k−1)− μ
2
∇wξ̂ (k) = w(k−1)+μe(k)x(k), (2.22)

where, in this iterative case,

e(k) = d(k)−wT(k−1)x(k). (2.23)

The LMS algorithm is summarized in Table 2.1, where the superscripts ∗ and H
denote the complex-conjugate and the Hermitian operations, respectively. Although
behavior analysis of the LMS algorithm is beyond the scope of this work, it is
important to mention that the step-size parameter μ plays an important role in the
convergence characteristics of the algorithm as well as in its stability condition.
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Fig. 2.6 Coefficient updating in a steepest-descent-based algorithm.

Table 2.1 The LMS algorithm.

LMS
Initialize μ
for each k
{ e(k) = d(k)−wH(k−1)x(k);

w(k) = w(k−1)+μe∗(k)x(k);
}

An approximation for the upperbound of this parameter is given in the technical
literature and may be stated as [1–3]

0 < μ <
2

tr[R]
, (2.24)

where tr[.] denotes the trace operator of a matrix.
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The LMS algorithm is very popular and has been widely used due to its
extreme simplicity. Its convergence speed, however, is highly dependent on
the condition number ρ of the input-signal autocorrelation matrix [1–3],
defined as the ratio between the maximum and minimum eigenvalues of this
matrix.

Alternative schemes which attempt to improve performance at the cost of mini-
mum additional computational complexity have been proposed and are extensively
discussed in [3, 4]. One approach that has been successfully employed in situations
where signal statistics are unknown is the on-line calculation of the convergence fac-
tor which takes part in updating the filter coefficients [5, 6]. The normalized LMS
(NLMS) algorithm can be included in this category [5, 7]. The NLMS algorithm
normalizes the convergence factor such that the relation

wT(k)x(k) = d(k) = wT(k−1)x(k)+μe(k)xT(k)x(k) (2.25)

is always satisfied. This results in a variable step-size parameter given by

μ(k) =
1

xT(k)x(k)
. (2.26)

In practice, this parameter is modified to

μ(k) =
μ̄

xT(k)x(k)+ ε
, (2.27)

where another fixed step-size, usually within the range 0 < μ̄ ≤ 1, is used to control
misadjustment1 and convergence speed, and the parameter ε is a very small posi-
tive number that avoids possible divisions by zero.2 Therefore, the NLMS updating
equation is given by

w(k) = w(k−1)+μ(k)e(k)x(k), (2.28)

which is summarized in Table 2.2. In the NLMS algorithm, when μ̄ = 0, one has
w(k) = w(k − 1) and the updating halts. When μ̄ = 1, the fastest convergence is
attained at the price of a higher misadjustment then the one obtained for 0 < μ̄ < 1.
Using μ̄ > 1 is not a practical choice (although, theoretically, μ̄ can vary within the
range 0 < μ̄ < 2), since it yields slower convergence rate and an even higher misad-
justment than when μ̄ = 1. Figure 2.7 depicts the theoretical misadjustment of the
NLMS algorithm as a function of μ̄ in two cases of exact-order system identifica-
tion: with small (N = 5) and large (N = 50) values of filter order. In both cases, the

1 The misadjustment is defined as M = (ξ (∞)−ξmin)/ξmin [3], where ξ (∞) and ξmin denote the
steady-state MSE yielded by the adaptation algorithm and the theoretical minimum value for the
MSE, respectively.
2 Some authors name this algorithm the ε-NLMS algorithm when this constant is employed [8].
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Table 2.2 The NLMS algorithm.

NLMS
Initialize ε ≈ 0+ and 0 < μ̄ ≤ 1
for each k
{ e(k) = d(k)−wH(k−1)x(k);

w(k) = w(k−1)+ μ̄
xH(k)x(k)+ε e∗(k)x(k);

}
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100

102

104

μ̄

N = 5
N = 50

(μ̄
)

M

Fig. 2.7 Misadjustment value, as a function of the NLMS convergence factor, using white noise as
input signal.

input signal consisted of a zero-mean Gaussian white noise with variance σ2
x and

the misadjustment was approximated by [5]

M(μ̄) ≈ μ̄
2− μ̄

N +2
N −1

. (2.29)

2.3.2 Data-reusing LMS algorithms

As remarked before, the LMS algorithm estimates the MSE function with the cur-
rent ISE value, yielding a noisy adaptation process. In this algorithm, information
from each time sample k is disregarded in future coefficient updates. DR algo-
rithms [9–11] employ present and past samples of the reference and input signals to
improve convergence characteristics of the overall adaptation process.
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For the DR-LMS algorithm, with L data reuses, the coefficients are updated as

wi+1(k) = wi(k)+μei(k)x(k), (2.30)

for i = 0,1, . . . ,L, where

ei(k) = d(k)−wT
i (k)x(k), (2.31)

and

w0(k) = w(k−1), (2.32)

wL+1(k) = w(k). (2.33)

Note that, if L = 0, these equations correspond to the LMS algorithm.
As for the LMS algorithm, the DR-LMS also has a normalized-DR (NDR) ver-

sion, whose updating equation, for L data reuses, is given by

wi+1(k) = wi(k)+
ei(k)

xT(k− i)x(k− i)+ ε
x(k− i) (2.34)

for i = 0, . . . ,L, where

ei(k) = d(k− i)−wT
i (k)x(k− i), (2.35)

with w0(k) = w(k−1) and wL+1(k) = w(k) as before.
Figure 2.8 provides a geometric interpretation for the coefficient vector upgrade

for the LMS, NLMS, DR-LMS, and NDR-LMS algorithms in the two-dimensional
case (N = 1). In this figure, S (k) denotes the hyperplane which contains all vectors

1

2

3

4

5

(k − 1)

(k)

6

w(k − 1)

�

�

Fig. 2.8 Coefficient vector update for several LMS-type algorithms: 1. Initial vector w(k− 1); 2.
LMS and intermediary DR-LMS; 3. DR-LMS (L = 1); 4. NLMS and DR-LMS (for L → ∞); 5.
NDR-LMS; 6. BNDR-LMS.
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w such that wTx(k) = d(k) and the initial coefficient vector w(k−1) is indicated by
position 1. In a noise-free exact-order modeling situation, S (k) would contain the
optimal coefficient vector wo. In this scenario, it can be verified that x(k) and, con-
sequently, the ISE gradient vector, is orthogonal to the hyperplane S (k). The LMS
algorithm takes a single step towards S (k) yielding a new position represented by
point 2 in Figure 2.8. The NLMS algorithm performs a line search in the direction
of x(k) to reach the position represented by point 4, which belongs to S (k), in
a unique iteration. The DR-LMS algorithm iteratively approaches S (k) by taking
successive steps (within a single iteration) in the direction of x(k), as indicated in
Equations (2.30) and (2.31). In Figure 2.8, with L = 1, positions 2 and 3 indicate
the intermediary and final DR-LMS positions. It can be verified that the DR-LMS
algorithm reaches S (k) in the limit, as the number of data reuses L approaches
infinity [10, 11], turning this algorithm similar to the NLMS algorithm. From Equa-
tions (2.34) and (2.35), the NDR algorithm [11] employs more than one hyperplane,
that is, uses more data pairs {x(k− i),d(k− i)}, with i > 0, to adjust the coefficient
vector w(k), closer to wo than the adjustment obtained with only the current data
pair {x(k),d(k)}. In Figure 2.8, the NDR update is represented by point 5. Posi-
tion 6 corresponds to the binormalized data-reusing (BNDR) LMS [4] algorithm
addressed below.

For a noise-free exact-order modeling situation, the MSE optimal solution wo

is at the intersection of (N + 1) hyperplanes determined by (N + 1) linearly inde-
pendent input-signal vectors. In this case, an orthogonal-projections algorithm [12]
would reach wo in exact (N + 1) iterations. This algorithm may be viewed as an
orthogonal-NDR algorithm that performs exact line searches in (N +1) orthogonal
directions determined by the data pairs {x(k− i),d(k− i)}, for i = 0,1, . . . ,N. The
BNDR algorithm [4] employs normalization on two orthogonal directions obtained
from consecutive data pairs within each iteration. In simulations carried out with
colored input signals, this algorithm presents faster convergence than all other data-
reusing algorithms for the case of two data pairs, or, equivalently, L = 1 data reuse.

In order to state the BNDR problem, one may note that the solution which
belongs to S (k) and S (k − 1) at a minimum distance from w(k − 1) is the one
characterized by

w(k) = min
w

‖w−w(k−1)‖2, (2.36)

subject to

wTx(k) = d(k), (2.37)

wTx(k−1) = d(k−1). (2.38)

Using Lagrange multipliers, the constraints above can be incorporated into Equa-
tion (2.36), resulting in the modified objective function

f [w] = ‖w−w(k−1)‖2 +λ1
[
d(k)−wTx(k)

]

+λ2
[
d(k−1)−wTx(k−1)

]
,

(2.39)
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which, for linearly independent input-signal vectors x(k) and x(k − 1), has the
unique solution

w(k) = w(k−1)+
λ1

2
x(k)+

λ2

2
x(k−1), (2.40)

where

λ1

2
=

e(k)‖x(k−1)‖2 − ε(k−1)xT(k−1)x(k)

‖x(k)‖2‖x(k−1)‖2 − [xT(k)x(k−1)]2
, (2.41)

λ2

2
=

ε(k−1)‖x(k)‖2 − e(k)xT(k−1)x(k)

‖x(k)‖2‖x(k−1)‖2 − [xT(k)x(k−1)]2
, (2.42)

with e(k) as in Equation (2.23) and

ε(k−1) = d(k−1)−wT(k−1)x(k−1). (2.43)

The BNDR derivation presented above is valid for any w(k− 1), which may or
may not belong to S (k− 1). However, if successive optimized steps are taken for
w(k) for all k, then

wT(k−1)x(k−1) = d(k−1), (2.44)

corresponding to ε(k − 1) = 0, and a simplified version of the BNDR algorithm
results:

w(k) = w(k−1)+
λ ′

1

2
x(k)+

λ ′
2

2
x(k−1), (2.45)

where

λ ′
1

2
=

e(k)‖x(k−1)‖2

‖x(k)‖2‖x(k−1)‖2 − [xT(k)x(k−1)]2
, (2.46)

λ ′
2

2
=

−e(k)xT(k−1)x(k)

‖x(k)‖2‖x(k−1)‖2 − [xT(k)x(k−1)]2
. (2.47)

It is worth mentioning that the excess MSE for either implementation of the
BNDR-LMS algorithm, as in (2.40, 2.41, 2.42) or in (2.45, 2.46, 2.47), is close to
the observation noise power when there is no modeling error, as expected from nor-
malized algorithms. In order to control this excess MSE, a convergence parameter
μ may be introduced into the algorithm, forcing a trade-off between convergence
rate, maximized with μ = 1, and lower steady-state MSE, associated to smaller val-
ues of μ , which may be required in applications with significant measurement error.
With the introduction of μ , the coefficient vector w(k) at each iteration is not at the
exact intersection of hyperplanes S (k−1) and S (k) and, therefore, the simplified
version of the algorithm given by (2.45, 2.46, 2.47) should not be used.

If x(k) and x(k− 1) are linearly dependent, then S (k) is parallel to S (k− 1),
and w(k) = w1(k), which corresponds to the NLMS algorithm for any step-size
value μ . Particularly when μ = 1, it is also correct to say that w(k−1) is already on
the hyperplane S (k−1).
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Table 2.3 The BNDR-LMS algorithm.

BNDR-LMS
Initialize ε ≈ 0+
for each k
{ e(k) = d(k)−wH(k−1)x(k);
α = xH(k)x(k−1);
ρ(k) = xH(k)x(k);
D = ρ(k)ρ(k−1)−|α|2;
if D < ε
{ w(k) = w(k−1)+μe∗(k)x(k)/ρ(k);
}
else
{ ε(k−1) = d(k−1)−wH(k−1)x(k−1);
λ1
2 = [e∗(k)ρ(k−1)− ε∗(k−1)α]/D;
λ2
2 = [ε∗(k−1)ρ(k)− e∗(k)α∗]/D;

w(k) = w(k−1)+μ
[
λ1
2 x(k)+ λ2

2 x(k−1)
]
;

}
}

The BNDR-LMS algorithm is summarized in Table 2.3, where the denominator
D in Equations (2.46) and (2.47) is determined recursively in time.

In Figure 2.8, the updating process was represented for a two-dimensional
(N = 1) weight vector. In such a case, only one solution for w(k) was avail-
able as the intersection of two lines. In a more practical situation, the BNDR-
LMS algorithm decreases in two the degree of freedom of w(k) by choosing the
closest solution to w(k − 1), following the least perturbation property [8] or the
principle of minimal disturbance [2]. The three-dimensional case is depicted in
Figure 2.9, where the updated coefficient vector w(k) is chosen closest to w(k−1)

w(k −1)

w(k)

� (k) : wTx(k) = d(k)

� (k −1) : wTx(k −1) = d(k −1)

Fig. 2.9 Choice of the BNDR-LMS updated coefficient vector as the intersection of two hyper-
planes, according to the minimal disturbance principle, assuming that w(k−1) does not belong to
S (k−1).
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and belonging to the intersection of the hyperplanes S (k) ∩ S (k − 1). If one
considers a third hyperplane, S (k − 2) for instance, performing normalization in
three directions, this would determine one single possibility for w(k), given by
S (k)∩S (k−1)∩S (k−2).

As a generalization of the previous idea, the AP algorithm [13–15] is among
the prominent adaptation algorithms that allow trade-off between fast conver-
gence and low computational complexity. By adjusting the number of projec-
tions, or alternatively, the number of data reuses, one obtains adaptation pro-
cesses ranging from that of the NLMS algorithm to that of the sliding-window
RLS algorithm [16, 17].

The AP algorithm updates its coefficient vector such that the new solution
belongs to the intersection of L hyperplanes defined by the present and the (L− 1)
previous data pairs. The optimization criterion used for the derivation of the AP
algorithm is given by

w(k) = min
w

‖w−w(k−1)‖2, (2.48)

subject to

dL(k) = XT
L(k)w, (2.49)

where

dL(k) = [d(k) d(k−1) . . . d(k−L+1)]T, (2.50)

XL(k) = [x(k)x(k−1) . . . x(k−L+1)]. (2.51)

The updating equations for the AP algorithm obtained as the solution to the min-
imization problem in (2.48) are presented in Table 2.4 [13, 14]. To control stability,
convergence speed, and misadjustment, a convergence factor, usually constrained to
0 < μ < 1, is introduced. In order to improve robustness, a diagonal matrix εI, with
ε > 0, is employed to regularize the inverse operation required by the AP algorithm.

Table 2.4 The AP algorithm.

APA
Initialize ε ≈ 0+
for each k
{ eL(k) = dL(k)−XT

L(k)w∗(k−1);
tk =

[
XH

L (k)XL(k)+ εI
]−1 e∗L(k);

w(k) = w(k−1)+μXL(k)tk;
}
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2.3.3 RLS-type algorithms

This subsection presents the basic versions of the RLS family of adaptive algo-
rithms. Importance of the expressions presented here cannot be overstated for they
allow an easy and smooth reading of the forthcoming chapters.

The RLS-type algorithms have a high convergence speed which is indepen-
dent of the eigenvalue spread of the input correlation matrix. These algorithms
are also very useful in applications where the environment is slowly varying.
The price of all these benefits is a considerable increase in the computational
complexity of the algorithms belonging to the RLS family.

In order to obtain the equations of the conventional RLS algorithm, the deter-
ministic correlation matrix and cross-correlation vector defined in Equations (2.18)
and (2.19), respectively, are rewritten as

R(k) = x(k)xT(k)+λR(k−1), (2.52)

p(k) = x(k)d(k)+λp(k−1). (2.53)

Using these recursive expressions into Equation (2.20), the following development
can be made:

w(k) = R−1(k) [x(k)d(k)+λp(k−1)]
= R−1(k) [x(k)d(k)+λR(k−1)w(k−1)]
= R−1(k) [x(k)d(k)+λR(k−1)w(k−1)

+ x(k)xT(k)w(k−1)−x(k)xT(k)w(k−1)
]

= R−1(k)
{

x(k)
[
d(k)−xT(k)w(k−1)

]
+R(k)w(k−1)

}

= R−1(k) [x(k)e(k)+R(k)w(k−1)] , (2.54)

and then

w(k) = w(k−1)+ e(k)R−1(k)x(k). (2.55)

In this updating expression, the computational burden for determining the inverse
matrix R−1(k) can be reduced significantly by employing the matrix inversion
lemma3 [3], which, in this case, yields that

R−1(k) =
1
λ

[
R−1(k−1)− R−1(k−1)x(k)xT(k)R−1(k−1)

λ +xT(k)R−1(k−1)x(k)

]
. (2.56)

3 For suitable matrix orders, [A+BCD]−1 = A−1 −A−1B[DA−1B+C−1]−1DA−1.
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For convenience of notation, consider the following auxiliary vectors:

κκκ(k) = R−1(k)x(k), (2.57)

k(k) = R−1(k−1)x(k), (2.58)

which in conjunction to Equation (2.56) yield that

κκκ(k) =
k(k)

λ +xT(k)k(k)
. (2.59)

Hence, by substituting Equation (2.59) into Equation (2.56), one gets that

R−1(k) =
1
λ
[
R−1(k−1)−R−1(k)x(k)xT(k)R−1(k−1)

]

=
1
λ
[
R−1(k−1)−κκκ(k)kT(k)

]
, (2.60)

and that the conventional RLS algorithm, requiring O[N2] multiplications, can be
implemented as indicated in Table 2.5. A few RLS-type algorithms requiring only
O[N] multiplications, such as the fast transversal (FT) [18] and the lattice (L) [19]
RLS algorithms, can be found in the technical literature.

An alternative RLS implementation with good numerical properties employs the
so-called QR decomposition in the triangularization of the input data matrix com-
bined with a back-substitution procedure [3] to obtain the coefficient vector.

It is worth mentioning that matrix X(k) is (k+1)× (N +1), which means that its
order increases as the iterations progress. The QR-decomposition process applies an
orthogonal matrix Q(k) of order (k+1)×(k+1) to transform X(k) into a triangular
matrix U(k) of order (N +1)× (N +1) such that

Q(k)X(k) =
[

O
U(k)

]
(2.61)

where O is a null matrix of order (k −N)× (N + 1). Matrix Q(k) represents the
overall triangularization process and may be implemented in different ways as, for

Table 2.5 The RLS algorithm.

RLS
Initialize 0 � λ < 1, ε ≈ 1/σ2

x , and R−1(0) = εI
for each k
{ e(k) = d(k)−wH(k−1)x(k);

k(k) = R−1(k−1)x(k);
κκκ(k) = k(k)

λ+xH(k)k(k) ;

R−1(k) = 1
λ

[
R−1(k−1)− κκκ(k)κκκH(k)

λ+xH(k)k(k)

]
;

w(k) = w(k−1)+ e∗(k)κκκ(k);
}
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instance, the numerically well-conditioned Givens rotations [2, 3, 8] or the House-
holder transformation [20, 21].

The main advantages associated to the QR-decomposition RLS (QRD-RLS)
algorithms, as opposed to their conventional RLS counterpart, are the possibil-
ity of implementation in systolic arrays and the improved numerical behavior
in limited precision environment.

The basic QRD [2, 3] and the so-called inverse QR (IQR) [2, 3, 22] RLS algo-
rithms have a computational requirement of O[N2] multiplications. A number of
QR-based RLS versions requiring only O[N] multiplications, such as the fast QR
(FQR) [23–28], the fast QR-Lattice (FQR-L) [29–31], are also available in the tech-
nical literature.

Since the scope of the next chapter encompasses both the basic (or conventional)
and the inverse QRD-RLS algorithms, tables with their equations were not included
at this point but left to be presented with their derivations.

2.4 Computer Simulations

This section presents simulations of system identification using some of the adap-
tation algorithms previously presented. In this framework, a few issues, such as
misadjustment, convergence speed, tracking performance, and algorithm stability,
are addressed in a practical point of view.

In the system identification setup implemented here, the plant is described by the
transfer function H(z) =−1+3z−1, such that N = 1 and wo = [−1 3]T. An adaptive
filter of correct order (exact modeling) is employed to identify H(z). Therefore,
w(k) = [w0(k) w1(k)]T. In practical situations, under-modeling or over-modeling
is usually a problem that requires special attention of the system designer [3]. In
all cases, measurement noise n(k), consisting of a zero-mean white Gaussian noise
with variance σ2

n = 10−6 and uncorrelated to the input signal x(k), is added to the
plant output signal.

2.4.1 Example 1: Misadjustment of the LMS algorithm

In a first example, consider that a zero-mean unit-variance white Gaussian noise is
used as the input signal x(k). The average ISE over an ensemble of 400 experiments
is shown in Figure 2.10 for the LMS algorithm with μ = 0.22 and μ = 0.013. From
this figure, one clearly notices how the step-size μ controls the trade-off between
convergence speed and steady-state excess of average ISE (which approximates the
MSE if the ensemble is large enough) which characterizes the misadjustment.
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Fig. 2.10 Example 1: MSE convergence (learning curve) for the LMS algorithm with: (a) μ =
0.22; (b) μ = 0.013. The larger step-size parameter yields faster convergence and higher misad-
justment.

2.4.2 Example 2: Convergence trajectories

In the previous case, since x(k) consisted of a white noise, the LMS algorithm could
achieve a very fast convergence regardless the initial position of the adaptive filter
coefficient vector. If, however, the input signal is colored, the LMS convergence
process becomes highly dependent on the initial value of w(k). Let then x(k) be
obtained by processing a zero-mean unit-variance white Gaussian noise with the
filter H(z) = 1/(1+1.2z−1 +0.81z−2). The resulting input signal autocorrelation
matrix R presents a condition number around ρ = 5.

The LMS (μ = 0.005) and RLS (λ = 0.95, ε = 1) coefficient trajectories for this
setup are seen in Figure 2.11, where the crosses indicate distinct initial conditions
for the adaptive coefficient vector and the circle indicates the optimum value wo =
[−1 3]T. From this figure, one observes how the LMS trajectories converge first to
the main axis of the elliptic MSE contour lines, whereas the RLS trajectories follow
a straight path to wo regardless the initial value of w(k).

2.4.3 Example 3: Tracking performance

In this example, the adaptive filter performance is evaluated in a non-stationary
environment. The idea is to perform an adaptive equalization of a channel, whose
impulse response is initially given by

h1(k) = e−k/5[u(k)−u(k−5)], (2.62)
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Fig. 2.11 Example 2: Convergence of adaptive coefficient vector – crosses indicate the initial
position and circle indicates the MSE optimal solution: (a) LMS algorithm; (b) RLS algorithm.

where u(k) is the unitary step sequence. It is then assumed that, for iteration 3000
on, the channel impulse response suddenly changes to

h2(k) = h1(k)e jπk. (2.63)

The adaptive filter order was set to N = 49, and the delay block, as in Figure 2.4,
was set to Δ = 5. A very small amount of additive noise (zero-mean white Gaussian
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noise with variance σ2
n = 10−8) was included in the reference signal d(k) to high-

light the performance of the equalizer. The resulting MSE (average ISE over an
ensemble of 1000 independent runs) is presented in Figure 2.12 for the NLMS, the
BNDR-LMS, the AP (with L = 5), and the RLS (with λ = 0.98) algorithms, where
in all cases the step-size was set to 1.

From Figure 2.12, one can conclude that all algorithms converge properly despite
the sudden change in the environment. As expected, the algorithms considered con-
verge with different speeds (the RLS algorithm being the fastest one) and misad-
justment levels (the AP algorithm presenting the highest misadjustment amongst
the LMS-type algorithms, since it uses L = 5, whereas the BNDR-LMS has L = 2
and the NLMS corresponds to having L = 1).

To verify the algorithm tracking ability, the channel was made to vary continu-
ously. In this case, the impulse response was set to correspond to a five-tap Rayleigh
fading channel with sampling frequency 1.25 MHz and Doppler frequency equal
to 50 Hz. The 500 transmitted symbols are equalized by the same adaptive algo-
rithms used in Figure 2.12, the only difference being that the RLS forgetting factor
was set to λ = 0.995 in the present case. The resulting time-varying channel taps
and the algorithm learning curves are shown in Figure 2.13. From this figure, one
may observe that the RLS algorithm, although presenting a fast convergence, is not
so well tuned for this application, since its MSE increases as time goes by. The
reason for this is the forgetting factor λ , which should be decreased in order for
the algorithm to remember only the most recent samples. However, this reduction
cannot be implemented for the conventional RLS algorithm, as will be verified in
Section 2.4.4.
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Fig. 2.12 Example 3: Resulting MSE in non-stationary channel equalization for the NLMS, BND-
LMS, AP, and RLS algorithms.
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Fig. 2.13 Example 3: (a) Time-varying channel coefficients; (b) Resulting MSE in non-stationary
channel equalization for the NLMS, BND-LMS, AP, and RLS algorithms.

2.4.4 Example 4: Algorithm stability

Although, as previously seen, the conventional RLS algorithm is fast converg-
ing, presents low misadjustment, and is suitable for time-varying environments,
a last experiment shows its vulnerability: the lack of numerical stability. In an
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Fig. 2.14 Example 4: Resulting MSE for the RLS algorithm, with different values of the forgetting
factor, illustrating how small values of λ may lead to algorithm divergence.

attempt to improve its performance in the non-stationary channel equalization of
the last experiment, the RLS algorithm was employed with different values of for-
getting factor. The associated learning curves for each value of λ within the set
{0.999,0.995,0.99,0.985,0.98,0.97} are presented in Figure 2.14. From this fig-
ure, one can conclude that decreasing the value of λ improves the RLS performance
(meaning that the algorithm can track better the channel variation) in this case. How-
ever, if one greatly reduces the value of λ , the RLS algorithm may diverge due to
the time-varying nature of this example. For instance, when λ = 0.98, the adapta-
tion process diverges a bit after 400 iterations, whereas the divergence occurs even
sooner when λ = 0.97.

This example brings to light an important issue of an adaptive algorithm: its
numerical stability. As seen above, the conventional RLS algorithm, besides its high
computational complexity, also presents numerical stabilities problems even in dou-
ble precision floating point arithmetic. This fact calls for one’s attention to the need
of a stable RLS version, as, for instance, the family of RLS algorithms based on the
QR decomposition, which constitutes an elegant and efficient answer to the algo-
rithm stability problem.

2.5 Conclusion

This chapter introduced the most basic concepts associated to adaptive filtering
establishing the notation used throughout the book. It was verified how adaptive
algorithms are employed to adjust the coefficients of a digital filter to achieve
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a desired time-varying performance in several practical situations. Emphasis was
given on the description of several adaptation algorithms. In particular, the LMS
and the NLMS algorithms were seen as iterative schemes for optimizing the ISE, an
instantaneous approximation of the MSE objective function. Data-reuse algorithms
introduced the concept of utilizing data from past time samples, resulting in a faster
convergence of the adaptive process. Finally, the RLS family of algorithms, based
on the WLS function, was seen as the epitome of fast adaptation algorithms, which
use all available signal samples to perform the adaptation process. In general, RLS
algorithms are used whenever fast convergence is necessary, for input signals with a
high eigenvalue spread, and when the increase in the computational load is tolerable.
A detailed discussion on the RLS family of algorithms based on the QR decompo-
sition, which also guarantees good numerical properties in finite-precision imple-
mentations, constitutes the main goals of this book. Practical examples of adaptive
system identification and channel equalization were presented, allowing one to visu-
alize convergence properties, such as misadjustment, speed, and stability, of several
distinct algorithms discussed previously.
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