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of the offence, for various values of r, the probability that
the stain would have been left by one of the offenders. The
number of offenders, k, equals 4 and the relative frequency of
the profile y is 0.001. Adapted from Evett (199 3a), with the
inclusion of a curve for r = 0. The dotted line at log(V) =0
indicates where the evidence is equally likely under both
propositions.

Refractive index measurements from 2269 fragments of float
glass from buildings (from Lambert and Evett, 1984).
Medullary width (in microns) of 220 cat hairs {(from Peabody
et al.. 1983).

Examples of kernel density estimates showing individual
kernels. Smoothing parameter values are (a) A = 0.5 and (b)
A=1.

Medullary widths, in microns, of cat hairs (Peabody et al.,
1983) and associated kernel density estimate with smoothing
parameter equal to 0.09.

195

196

201

333

335



10.5

10.6

10.7

10.8

10.9

14.1

14.2

14.3

144

14.5

14.6

14.7
14.8

14.9

List of figures

Medullary widths, in microns, of cat hairs (Peabody et al.,
1983) and associated kernel density estimate with smoothing
parameter equal to 0.50.

Kernel density estimate with smoothing parameter 0.025 of
refractive index measurements from 2269 fragments of float
glass from buildings (Lambert and Evett, 1984).

Kernel density estimate with smoothing parameter (.25 of
refractive index measurements from 2269 fragments of float
glass from buildings (Lambert and Evett, 1984).

The difference in refractive index measurements (higher —
lower) for each pair of fragments for individuals who had
two fragments of glass on their clothing, from Harrison et al.
(1985). (Reproduced from Evett, 1986, by permission of The
Forensic Science Society.)

Graphs of log,, (1), log,, ¢(2) and log,,V =log,,(¢(1) +
$(2)) against | j—x | /o for ij = w, for the transfer of two
fragments of glass from the scene of the crime to the criminal:
(@) |y, —y, | =0.(b) |y, —y, | =40. The value of the evidence
is V.= ¢(1) + ¢(2). The dotted line is log,, V. (Adapted from
Evett, 1986.)

Basic connections in Bayesian networks: (a) serial, (b) diver-
ging and (c) converging.

Bayesian network for evidence E and proposition H.
Bayesian network for a serial connection for a reported match
RM in a DNA profile, where M denotes a match and H a
proposition.

Four-node network for evaluation of evidence at the crime
level.

Bayesian network fragments representing the relation
between (a) the variables E and H, and (b) the variables M
and E; (c) Bayesian network for missing evidence.

Bayesian network for error rates. The probabilistic dependen-
cies are indicated on the right-hand side of each node.
Five-node network: no outcome.

Five-node network: outcome, converging and serial in
Bayesian networks.

Complete network for evaluation of cross-transfer evidence
in DNA profiles. (Reprinted from Aitken et al.. 2003. with
permission from Elsevier.)
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